
CS4248: Natural Language Processing

Lecture 12 — Recent Developments in NLP

C
S

42
48

 N
at

u
ra

l L
an

g
u

ag
e 

P
ro

ce
ss

in
g

 —
 L

ec
tu

re
 1

2



Announcements 

2

Project

■ Deadline for 2nd TEAMMATES session: Thu, 25 Apr, 23:59
(Note: this session may influence you and your teammates’ grades for the final report component)

Final Exam
■ Time/date: Mon, 29 Apr, 17:00-19:00

■ Venue: MPSH1-B

■ Setup: Examplify (non-secure block internet) ➜ open-book exam

■ Not allowed: any AI tool running locally on your computer

■ Go through Examplify checklist + try the practice exam (mode: Non-Secure Block Internet)



Recap of Week 11

3

Student Learning Outcomes
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● LLMs: Limitations & Challenges
■ The Costs of LLMs
■ Model Alignment

● Prompting
■ Prompt Engineering
■ In-Context Learning
■ RAG (Retrieval-Augmented Generation)

● Fine-Tuning
■ Prompt Tuning
■ LoRA (Low-Rank Adaption)
■ Data Preparation

● Review — A quick run through CS4248



Pre-Lecture Activity for Last Week

Pre-Lecture Activity

5

Side notes:
● This task is meant as a warm-up to provide some context for the next lecture
● No worries if you get lost; we will talk about this in the next lecture
● You can just copy-&-paste others' answers, but this won't help you learn better

● Assigned Task
■ Do a web search and for the question stated below

■ Post your answer(s) to the question into your Tutorial’s Discussion in Canvas 
(please cite or quote your sources)

“What are current limitations and challenges of LLMs 
(and using LLMs)?”



Pre-Lecture Activity from Last Week

6



Training LLMs
● Training an LLM from scratch – requirements

■ Huge amounts of good/clean/etc. training data

■ Huge amounts of computing resources
(includes infrastructure as well as energy consumption)

7

● Prohibitively expensive for individuals / small teams

● Limited to large companies / organizations

Source: LLaMA: Open and Efficient Foundation Language Models



Running LLMs
● Inferencing: generating responses

■ Full model used for each inference

■ Main factor: number of tokens generated

■ Other factors: models size and model type
(model type: encoder-only, encoder–decoder, decoder-only)

■ Comparison: ~0.0003 kWh per Google Search
(150x cheaper than text generation using LLMs)

8Source: Power Hungry Processing: Watts Driving the Cost of AI Deployment?
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● LLMs: Limitations & Challenges
■ The Costs of LLMs
■ Model Alignment

● Prompting
■ Prompt Engineering
■ In-Context Learning
■ RAG (Retrieval-Augmented Generation)

● Fine-Tuning
■ Prompt Tuning
■ LoRA (Low-Rank Adaption)
■ Data Preparation

● Review — A quick run through CS4248



Model Alignment

10

● What kind of response do we
want or expect from LLMs?

■ Accurate

■ Coherent

■ Safe

■ Ethical

alignment with users' preferences

alignment with users' moral compass

ChatGPT seems to be against such a pill



Accuracy & Hallucinations

11Note: Old examples from the Internet – ChatGPT got much better over time



Misinformation, Disinformation, Fake News

12

● Fake news “for free”
■ Text that reads like genuine news

■ “Better” spam emails

■ Convincing social media bots



Jailbreaking

13

● Prompt-based Jailbreaking
■ Most LLM companies perform some

form of content moderation do not 
produce controversial responses
(violent, sexual, illegal, etc. content)

■ Find prompts to bypass safeguards

■ Common approach: pretending
(e.g., functional or hypothetical questions)
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Prompt Engineering

15

● Definition: prompt
■ Natural language text describing the task

that an AI (model) should perform

■ More commonly: input/instruction to an LLM

■ Think      from our conditional language model

● Definition: prompt engineering
■ The practice of designing / refining / structuring prompts

to elicit specific responses from an LLM (or other AI models)

■ Does not affect the LLM in terms of changing any pretrained weights

■ Reflects: “garbage in, garbage out”

inference only!



Prompt Engineering — Best Practices

16

● Best practices (OpenAI)
■ Use the latest model

■ Put instructions at the beginning of the prompt
and clearly separate instructions and prompt

■ Be specific, descriptive and as detailed as possible
(about the desired context, outcome, length, format, style, etc.)

■ Articulate the desired output format through examples

■ Start with zero-shot, then few-shot (if all fails: fine-tune)

■ Reduce “fluffy” and imprecise descriptions

■ Instead of saying what not to do, say what to do instead

■ Code Generation Specific – use “leading words”
to nudge the model toward a particular pattern



Prompt Engineering

17Source: A Systematic Survey of Prompt Engineering in Large Language Models

● Wide range of approaches
■ Common goal: systematic design of prompts

to ensure (or avoid!) certain behavior of LLM

● Different goals
■ “Enforce” reasoning

■ Reduce hallucinations

■ Ensure consistent output format

■ Self-Reflection / Self-Monitoring

■ …



Prompt Engineering — X-Shot Prompts 

18

● Zero-shot prompts
■ Prompt without any task-specific examples

■ Sufficient if task is “self-explanatory”

● One-shot prompts
■ Prompt contains a single task-specific example

■ For tasks requiring a specific format or context
(e.g., return output in predefined HTML/JSON/etc.)

● Few-shot prompts ➜ In-Context Learning 
■ Prompt contains multiple, task-specific examples

■ Required for more complex task to provide
sufficient content and guidance to the LLM
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In-Context Learning (ICL)

20

● ICL — basic few-shot setup
■ No training of LLM ➜ emergent abilities!

(capabilities to perform task LLM was not explicitly trained for)

■ Perform a new task via inference alone
(e.g., task on the right: sentiment analysis)

■ Conditioning on a few demonstrations
(i.e., input–label pairs)

■ Making predictions for new inputs

● Question: Why does ICL work?
■ No parameter update ➜ no “real” learning

■ Intuition: demonstrations help to “locate” 
latent concepts acquired during pre-training

Source: Rethinking the Role of Demonstrations: What Makes In-Context Learning Work?

How can this be validated?



ICL — What is Important?

21

● Observation 1: Correctness of demo labels does not really matter 
■ Result below: ground-truth labels vs. random labels (across multiple LLMs)

■ Demonstrations with incorrect labels better than no demonstrations!

Source: Rethinking the Role of Demonstrations: What Makes In-Context Learning Work?



ICL — What is Important?

22

● Observation 2: More demos help, except beyond some threshold
■ Result below: k = number of demonstrations

Source: Rethinking the Role of Demonstrations: What Makes In-Context Learning Work?



ICL — What is Important?

23

● Observation 3: Relevance of demos matters
■ Experiment setup: replace inputs of demonstrations

with random sentences of the training data

■ Result below: correct inputs vs random inputs
(significant gap for most tested models; cf linked paper below)

Source: Rethinking the Role of Demonstrations: What Makes In-Context Learning Work?



ICL — What is Important?

24

● Observation 4: Label space matters
■ Experiment setup: replace label of demonstrations

with random words

■ Result below: correct labels vs random labels

Source: Rethinking the Role of Demonstrations: What Makes In-Context Learning Work?



ICL — What is Important?

25

● Observation 5: Order of demos + distribution of labels matters
■ Experiment setup: vary order of demonstration + 

balanced (i.e., equal number of positive and negative labels) vs imbalanced demonstrations

■ Result below: recency bias + majority labels more likely to win

Source: Calibrate Before Use: Improving Few-Shot Performance of Language Models



ICL — Discussion

26

● In-Context Learning
■ Cost-effective way to improve

outputs of LLMs (no training!)

■ Relies on emergent capabilities
of LLMs ➜ not well understood

■ Experimental results dependent on 
many factors and even conflicting

Labels don't really matter

Labels matter a lot

vs



27

🏃 Trending in Context (5 mins)
● Task: In Context Learning in practice

■ Post your solution to Canvas > Discussions
(individually or as a group; include all group members' names in the post)

What is the most troubling or exciting thought
you have about current trends in ICL?

In-Lecture Activity (5 mins)
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● RAG ≈ knowledge-based prompt engineering
■ Integration of external knowledge

■ Retrieve relevant snippets of knowledge
(chunks) and add as context to prompt

● Benefits of RAG
■ Grounding of LLM responses on

(hopefully) factual data

■ Simple integration of (very) recent
and/or very domain-specific data

■ Improved transparency

■ Customization / personalization

RAG — Retrieval Augmented Generation

29

LLM
(Generator)

Retriever
prompt + contextprompt

knowledge 
base

response



● Chunking — motivation & purpose 
■ Retrieved context cannot be of arbitrary length

(input size for most LLMs can be limited)

■ External data needs to be split into
“meaningful” chunks are practical sizes

● Wide range of chunking strategies
■ Fixed size chunking (naive splitting based on specified length; with or without overlap)

■ Recursive chunking (top-down approach to keep paragraphs/sentences intact as much as possible)

■ Document-based chunking (utilize document structure: markdown headings, tables, source code, etc.)

■ Semantic chunking (chunk = group of sentences based on their embedding similarities)

■ Agentic chucking (novel idea: let the LLM decide where to best split)

RAG — Chunking

30

chunk
1

chunk
2

chunk
3

chunk
4

chunk
5

chunk
6

chunk
N

…



RAG — Storing & Retrieval (Basic Methods)

31

“Classic” Information Retrieval

● Store chunks as text documents

● Indexing of documents for fast access
(inverted index: word→document; incl. preprocessing)

● Use prompt as text to query knowledge base
(returns chunks ranked based on document similarity)

Vector Database Retrieval

● Embed chunks and store embedding vectors

● Indexing of embedding vectors for fast access
(wider range of vector-based indexing strategies)

● Embed prompt, search for the “nearest” chunks
(“nearest”: chunk embeddings most similar to the prompt embedding)

Retriever

knowledge 
base Common goals

● Store large volumes of document chunks

● Support fast access to relevant chunk



RAG — Example

32

+ ✔

Example: domain-specific questions
● Factoid within an unpopular domain

(population of a small German village)

● Also: answer is time-dependent

Important: Still better than 
hallucinating an answer!



● Benefits
■ No training or fine-tuning of LLM required

(LLM is completely used as black box)

■ Cost-effective solution to improve LLM reponses
(compared to typically more tricky process of training or fine-tuning)

● Challenges & Limitations
■ In-Context Learning: more best practices & voodoo

than theoretic underpinnings and real engineering

■ RAG: efficiently finding “best” chunks is highly non-trivial
(Chunking, storing, indexing & querying very challenging on (very) large scales!
These are much more the IR engineering issues)

Prompting — Discussion

33
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● Prompt Tuning — basic idea
■ Automatically learn the context for a given task

■ Problem: trying different words/phrases impractical

■ Approach: context = trainable embedding vector
(added to input prompt embedding vectors and sent to LLM)

● Benefits
■ Number of trainable parameter negligible

(compared to total size of pretrained LLM)

■ Easy to train different soft prompt for different tasks
(also very quick and easy to swap at inference time)

Prompt Tuning

35

➜ Soft Prompts (context does not reflect actual words!)

…

+
LLM

prompt embeddings
(fixed: no updates!)

context embeddings
(updated during training)

Source: The Power of Scale for Parameter-Efficient Prompt Tuning



...

Prompt Tuning

36

Translate English to German: 
That is good

Trainable “soft prompts”

● Fixed number of additional context embeddings

● Added to input prompt embeddings

● Only parameters that are tuned / trained!

Fixed input prompt embeddings

Das ist gut
LLM

(frozen)Translate

English

to

German

good

…



In-Lecture Activity (3 mins)

37

🏃 In-Lecture Activity (3 mins)
● Task: What is the number of trainable parameters when using Prompt Tuning?

■ Post your solution to Canvas > Discussions
(individually or as a group; include all group members’ names in the post)

...

Translate English to German: 
That is good

Das ist gut
LLM

(frozen)Translate

English

to

German

good

…



Prompt Tuning vs. Prefix Tuning

38Source: Prefix-Tuning: Optimizing Continuous Prompts for Generation

● Similarities
■ Add a small number of trainable vectors to the model

■ Different additional vectors for different tasks
(can be swapped out during inferencing)

■ Training of only a small fraction of parameters

● Main difference
■ Prompt tuning: addition only to the input embeddings

■ Prefix tuning: addition to each transformer block
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● Common reasons for fine-tuning
■ Incorporating latest and/or domain-specific data

■ Specialisation: tuning for a given task
(e.g., chatbot, summarization, question answering)

■ Custom style: enforce the “look-&-feel” of responses
(e.g., formal vs. informal, certain vocabulary, politeness)

● Mismatch: training objective vs user’s objective
(particularly for the most widely used decoder-only architectures)

■ Training objective: predict the next best word

■ User's objective: answer this question, solve this task

Fine-Tuning LLMs

40

Often not aligned!



Fine-Tuning LLMs through Reinforcement Learning

41

● RLHF (Reinforcement Learning from Human Feedback) — two common setups
■ Use human-generated responses to prompts to fine-tune the pretrained model

■ Generate multiple response for same prompt; human ranks response; use ranking for fine-tuning

Pretrained LMPrompt

Responses Ranked Responses



● Common data setup: instruction fine-tuning
■ Custom instruction dataset with (instruction, output)-pairs

(may include additional components (e.g., input) depending on specific instruction dataset)

■ Outputs reflects users’ preferred responses given the instruction

Fine-Tuning LLMs

42Source: alpaca_gpt4_data.json
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● (Full) fine-tuning off all pretrained weights — challenges & limitation
■ Very resource-intensive due to large number of parameters

■ High risk of catastrophic forgetting + basically impossible to “unlearn”

● Parameter-Efficient Fine-Tuning (PEFT) — basic idea
■ Train/tune only a subset of parameters

■ Wide range of techniques proposed

Parameter-Efficient Fine-Tuning (PEFT)

44Source: Scaling Down to Scale Up: A Guide to Parameter-Efficient Fine-Tuning



Parameter-Efficient Fine-Tuning — LoRA
● LoRA — Low-Rank Adaptation

■ Adapter: small, trainable module added to a pretrained network model

■ Only weights of adapter are updated turing fine-tuning – pretrained weights      are “frozen”

45

frozen during 

fine-tuning

updated during 

fine-tuning

+

input (x)

output (h)

updated during 

fine-tuning

input (x)

output (h)

Normal Linear Projections LoRA – Basic Approach:



In-Lecture Activity (5 mins)

46

frozen during 

fine-tuning

updated during 

fine-tuning

+

input (x)

output (h)

What would be the “naive” implementation of        ?

Why would it not be a great idea?

🏃 Delta Squad (5 mins)
● Task: Implementation of 

■ Post your solution to Canvas > Discussions
(individually or as a group; include all group members’ names in the post)



updated during 

fine-tuning

Parameter-Efficient Fine-Tuning — LoRA
● LoRA — Low-Rank Adaptation

■ Implement adaptor         as weight matrix of a low(er) rank

■ Rank of a matrix: maximum number of linearly independent columns (or rows) of matrix

47

➜          is a matrix of rank 2!

32 trainable weights!



Parameter-Efficient Fine-Tuning — LoRA

48

frozen during 
fine-tuning

+

input (x)

output (h)



LoRA — Why do Low-Rank Adapters Work?
● Common observation in (very) large models

■ Weight matrices often reside within low-rank spaces ➜ Smaller matrices would suffice

● Simple illustration
■ Pretrained Model: GPT-2 XL (1.56B parameters)

■ Pick a random weight matrix      (1600x1600)

■ Reduce dimensionality of      using PCA
(Principal Component Analysis)

■ Compute Explained Variance
(reflects loss of information after PCA)

49



LoRA — Discussions
● Benefits

■ Flexibility: LoRA can be applied to all or only some weight matrices

■ Less trainable parameters/weights ➜ lower memory requirements, faster training

■ Pretrained weights remain unchanged ➜ preservation original model's quality
(this includes the re-use of the same pretrained model to fine-tune for different tasks using different adaptors)

● Drawbacks
■ Increased complexity: adding LoRA to existing model not trivial

(however, this is mostly handled by existing frameworks and model implementations available)

■ Performance: LoRA might not perform as well as full fine-tuning

50
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Training Data Preprocessing — Noisy Data 
● Irrelevant data

■ Common source for training data: web content

■ Web content = useful content + irrelevant data
(e.g., HTML markup, header, footer, navigation, ads)

● Low-quality data
■ No quality control for arbitrary web content

(content with quality control not sufficient for training)

■ GPT-2 approach: crowdsourcing of quality control
(only consider content linked from Reddit with minimum Karma)

52Source: Language Models are Unsupervised Multitask Learners



Training Data Preprocessing — Data Deduplication
● Problem: duplicate data 

■ Common occurrences when using Web crawls for training
(e.g., online newspapers using the same content provided by news agencies)

■ Negative effects of duplicate data

■ Typically slower training

■ Higher risk of memorization

● Challenging task: deduplication
■ Not obvious was a duplicate is

■ (Very) resource-intensive task

53



Training Data Preprocessing — Data Decontamination
● Common evaluation setup:

■ Hyperparameter tuning based on
training data and validation data

■ Evaluation with separate test data

● LLMs: data contamination 
■ Often not clear with which data

an non-public LLM was trained

■ No guarantees that a test dataset was
not part of the initial training data

■ GPT-2 approach: Remove Wikipedia documents from training data
(assumption: Wikipedia documents are often used for evaluation)

54Source: Language Models are Unsupervised Multitask Learners



Training Data Preprocessing — Toxicity & Biases
● Problem: “improper” content

■ Misinformation, disinformation, fake news

■ Biased reporting, hate speech, propaganda

■ Racism, sexism, classism, ageism, etc.

● How to identify toxicity and biases?
■ Rely on content from trusted sources

(e.g., popular news sites, professional institutions)

■ Crowdsource quality control
(e.g., Reddit post with minimum Karma)

55



Training Data Preprocessing — PII Control
● Problem: sensitive information in training data

■ PII: Personally Identifiable Information
(name, address, phone number, social security numbers, etc.)

■ Other privacy-sensitive information
(health, location, sexual orientation, political leaning, etc.)

56Source: ProPILE: Probing Privacy Leakage in Large Language Models



Break

57
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Learning Outcomes
● What you should take away, in nutshell

■ Understand the core concepts in natural language processing (NLP)
(incl. language models, word embeddings, neural networks, sentence parsing, and semantic representations)

■ Identify sources of ambiguity in NLP
(one of the main causes of what makes NLP so challenging)

■ Select appropriate techniques to solve an NLP task

■ Evaluate and compare the performance of solutions to an NLP task

59

Student Learning Outcomes



Student Learning Outcomes

60

NLP in One Slide
Lexical Analysis

(understanding structure & meaning of words)

Syntactic Analysis
(organization of words into sentences)

Semantic Analysis
(meaning of words and sentences)

Discourse Analysis
(meaning of sentences in documents)

Pragmatic Analysis
(understanding & interpreting language in context)

● Tokenization

● Normalization

● Stemming

● Lemmatization

● Word Sense Disambiguation
● Named Entity Recognition
● Semantic Role Labeling

● Coreference / anaphora resolution
● Ellipsis resolution
● Stance detection

● Part-of-Speech Tagging

● Syntactic parsing (constituents, dependencies)

characters
morphemes

words

phrases
clauses

sentences

paragraphs
documents

world knowledge
common sense

“s
ha

llo
w

er
”

“d
ee

pe
r”

● Textual Entailment

● Intent recognition



Language has Structure
● Structure on different levels

■ Morphology (structure of words)

■ Syntax (structure of sentences)

■ Semantics (structure of meaning)

■ Pragmatics (rules and conventions of language)

61



Morphology — Structure of Words
● Morphology

■ Study of the forms &  formation
of words in a language

■ Words are built of morphemes
(Smallest meaning-bearing unit in a language)

■ Morphemes can change words' meaning,
POS, or grammatical properties

62

Morpheme
(English)

Bound Free

Derivational Inflectional

SuffixesPrefixes Suffixes

Prefix Prefix Stem Suffix Suffix Suffix

walked walk -ed

imperfection im- perfect -ion

hopelessness hope -less -ness

undesirability un- desire -able -ity

unpremeditated un- pre- mediate -ed

antidisestablishmentarianism anti- dis- establish -ment -arian -ism



Syntax — Structure of Sentences 
● Structure of sentences

■ Hierarchical structure of constituents
(group of words that behaves as a single unit or phrase)

■ In most/all language: word order matters

● Context-free grammars
■ Capture constituency and ordering

■ Define what meaningful constituents are 
and how larger constituent are formed

63



Pragmatics — Rules and Conventions of Language 

64

● Example: Winograd Schema
■ A pair of sentences differing in only one or two words and 

containing an ambiguity that is resolved in opposite ways

■ Resolution requires the use of world knowledge & reasoning

I poured water from the bottle into the cup until it was full.

I poured water from the bottle into the cup until it was empty.

vs.

???

???



Utilizing Structure — Language Models 
● Language models — assigning probabilities to a sentence

■ Probability captures syntax and semantics (to some extent)

■ Fundamental for many NLP task

65

Speech Recognition

Spelling correction

Grammar correction

Machine Translation



Utilizing Structure — Language Models 
● Language models — assigning probabilities to a sentence

■ Probability captures syntax and semantics (to some extent)

■ Fundamental for many NLP task

66

Speech Recognition

Spelling correction

Grammar correction

Machine Translation
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NLP — Algorithm Classes
● Observation: Most new problems can be

solved with a familiar class of algorithms

■ Classification

■ Sequences

■ Trees

68



Classification — Naive Bayes 

69

Prior: Probability that      belongs to 
class      without seeing any data

Likelihood: Probability of      given 
that it belongs to glass

Marginal: Probability 
of      under any class

Posterior: Probability of class     
given document     



Logistic Regression
● Basic linear model for classification

■ Assumes a linear relationship
between input and output

■ Loss function: Cross Entropy Loss

■ Minimizing the loss (i.e., learning) with Gradient Descent
(or similar numerical optimization algorithms)

■ Core unit of neural networks
(neuron = Logistic Regression unit)

70

x
0

x
1

x
2

...

x
d

graphical
representation
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“Stacked” Logistic Regression ➜ Neural Networks
● Neural Networks in nutshell

■ Increased model capacity (combination of multiple linear decision boundaries)

■ Non-convex loss function ➜ global minimum vs. local minima

■ Higher risk of overfitting ➜ regularization crucial (but also other methods)
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Sequences — Sequence Labeling
● Example task: 

POS tagging

● Hidden Markov Models (HMMs)
■ Hidden states ➜ POS tags; Observations ➜ words

■ Compute transition and emission probabilities
using MLE over large annotated corpus

■ POS Tagging = decoding via Viterbi Algorithm
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Sequences — Recurrent Neural Networks (RNNs) 
● Recurrent Neural Networks

■ General-purpose neural architecture 
for many common sequence tasks

■ Core concept: hidden state
(Additional vector incorporated into the network)

■ Various extension to basic RNN
(LSTM/GRU, bidirectional, multilayer)
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Many-to-One
(e.g., text classification)

One-to-Many
(e.g., image captioning)

Many-to-Many
(e.g., POS tagging)

Many-to-Many
(e.g., machine translation)



Trees
● Syntactic parsing using PCFGs

■ PCFG: Probabilistic Context-Free Grammar
(each rule is associated with a probability)

■ Probability of final parse tree = 
product of probabilities of rules

■ CYK algorithm to find most likely parse tree
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Trees — Example PCFG
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● LLMs: Limitations & Challenges
■ The Costs of LLMs
■ Model Alignment

● Prompting
■ Prompt Engineering
■ In-Context Learning
■ RAG (Retrieval-Augmented Generation)

● Fine-Tuning
■ Prompt Tuning
■ LoRA (Low-Rank Adaption)
■ Data Preparation

● Review — A quick run through CS4248



Shallow Models
● Word2Vec — basic setup

■ Fully-connected network with 1 hidden layer

■ Word vectors derived from weights (trainable parameters)
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RNN-Based Encoder-Decoder with Attention
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Ich ging nach Hause <s>

I went home



Buffed-Up RNN-Based Model
● Example: ELMo architecture

■ LSTM instead of Vanilla RNN

■ Bi-directional: forward & backward 
processing of sentences

■ Multilayer: Output of one LSTM layer 
serves as input to the next LSTM layer
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Other Important Architectures 
● Convolutional Neural Networks (CNNs)

■ Dominant architecture for image/video tasks

■ Extraction of local features (mainly: edges)

& combination to higher-order features

● CNNs for NLP tasks
■ Local features ≈ n-grams

■ Higher-order features ≈ phrases, sentences
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Source: A Sensitivity Analysis of (and Practitioners’ Guide to) Convolutional Neural Networks for Sentence Classification
Code: My Own Implementation in PyTorch



Other Important Architectures 
● Transformers

■ Core module: attention

■ Relates every word in a sentence to all others (incl. itself) 

■ Reweighing the word embeddings based on alignment

● Advantages
■ Non-sequential ➜ parallel processing!

■ Potentially better handling long-term dependencies

81Source: Attention Is All You Need



Task-Specific Architectures

82Source: Bidirectional Attention Flow for Machine Comprehension
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Challenges from Data
● Interpreting evaluation results

■ Some task are simply very hard even for humans

■ Some task are often very subjective
(e.g., sentiment analysis, fake news detection)

● Common: ambiguous annotations
■ Data annotated differently by different people

■ Inter-annotator agreement ➜ human ceiling for evaluation
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Metrics
● Wide range of tasks ➜ wide range of metrics

■ Perplexity

■ Accuracy

■ Precision, Recall, F1

■ Correlation with human judgments

■ (not covered) BLEU (precision), ROUGE (recall)

■ …many others
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Give Me More of that NLP!
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Closely related areas:

● Information Retrieval

● Machine Learning,
Deep Learning



Student Feedback Exercise
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Thanks for taking CS4248 
and all the best!


