
CS4248: Natural Language Processing

Lecture 6 — Word Embeddings
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Recap of Week 05

2

Student Learning Outcomes



Announcements
● Project

■ Intermediate Update — Deadline: 7 Mar, 23:59 

■ Template available here: https://bit.ly/cs4248-2320-iu-template 
(you don't have to use the template, but please use a 16:9 aspect ratio for your slides)

● Assignment 2
■ Reminder — Deadline: 9 Mar, 23:59

■ Goal: practice manual feature engineering

■ To be fair, only certain technologies already covered are allowed

3

https://bit.ly/cs4248-2320-iu-template


Outline
● Motivation

● Sparse Word Embeddings
■ Co-occurrence Vectors
■ Discussion & Limitations

● Dense Word Embeddings
■ Basic Idea
■ Word2Vec (CBOW & Skipgram)
■ Negative Sampling
■ Basic Properties
■ Practical Considerations & Limitations

● NLP Ethics
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Embeddings in One Slide

5

Student Learning Outcomes

● We want good language (word) representations
■ Language modeling a good start.  This used purely statistics.
■ Can we use Supervised ML (NNs) to do this task?

● Yes! Define word prediction as a task that LMs do already
■ Although a supervised task, we don’t need to provide labeled data for this problem
■ Learn and tune a good representation

● Leverage advantages of NNs to enhance this representation
■ Make dense vectors instead of sparse ones
■ Use good approximations instead of exact solutions



Motivation

6

● Recall from Lecture 4: Most NLP algorithms require
■ Numerical input

■ Standardized input

● So far: Vector Space Model (VSM)
■ Vector representation of documents

■ Document vector for document di
= column document–term matrix
(typically using weighting schemes, e.g., tf-idf)

➜ Most common representation: vectors (a.k.a. embeddings)

d1 d2 d3 d4 d5

car 0 0 0.4 0 0.4

cat 0.22 0.29 0 0 0.22

chase 0.22 0.22 0.22 0 0

dog 0.29 0 0 0.29 0.22

sit 0 0 0 0 0.7

tv 0 0 0.4 0.4 0

watch 0 0 0 0.7 0

Document-Term Matrix

🤔 How to represent words as vectors?



Representing Words — Traditional NLP
● Words as discrete symbols: One-Hot Encoding

■ Length of vector = size of vocabulary V (number of unique words)

■ Vector values: 1 if dimension reflects word, 0 otherwise

● Toy example

■ V = {dog, cat, lion, bear, cobra, cow, frog, ...}

7

w1 w2 w3 w4 w5 w6 w7 w8 w9 ... w|V|

dog 1 0 0 0 0 0 0 0 0 ... 0

cat 0 1 0 0 0 0 0 0 0 ... 0

lion 0 0 1 0 0 0 0 0 0 ... 0

bear 0 0 0 1 0 0 0 0 0 ... 0

... ... ... ... ... ... ... ... ... ... ... ...

o
n

e-h
o

t vecto
r o

f "cat"

w
1
         w

2
        w

3
         w

4
            w

5
            w

6
          w

7
 

Note: VSM document vector = 
aggregation over word vectors
(with some weighting, e.g., sum, tf-idf)



Symbolic Representation of Words — Limitation

8

"I saw a cat."
animal

      vertebrate

            mammal

                   cat

■ ~4kg
■ ~45cm long
■ 4 legs
■ long tail
■ whiskers
■ furry
■ purrs
■ eats mice
■ common pet

"I saw a kitty."

vs.
↳
↳
↳

cat ≈ kitty
cat = [0 0 0 0 … 0 0 0 0 1 0 0 0 0 0 0]

kitty = [0 0 1 0 0 0 0 0 0 0 0 0 … 0 0 0]

cat ≠ kitty

orthogonal
word vectors



Symbolic Representation of Words — Limitation
● Problem: No notion of similarity

■ Words are just labels without meaning

■ Different words (syntax) ➜ orthogonal word vectors
(even for words with the same/similar meaning)

● Goal: Similar words (meaning) ➜ similar word vectors
■ Word vectors no longer just labels but also encode "some" meaning

■ Improve basically all NLP tasks!

9

cat ≠ kitty fast ≠ quick

hotel ≠ lodging

lift ≠ elevator funny ≠ amusing

🤔 To think about: What are good embeddings, and how can we find them?



Distributional Hypothesis

10

"The meaning of a word is its use in the language."

"If A and B have almost identical environments [...], we say they are synonyms"

"You shall know a word by the company it keeps."

(Wittgenstein, 1953)

(Harris, 1954)

(Firth, 1957)



In-Lecture Activity (2 mins)

󰝋🏃󰝊 Quick Quiz

11

I don't think Fasulye is already available on Blu-ray.

The best part about Fasulye was definitely the cast.

We're planning to see Fasulye on the next weekend.

The director of Fasulye clearly knew what he was doing.

a dish

a movie

a show

a city

A
B
C
D

What do you think “Fasulye” is?



Outline
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Pre-Lecture Activity from Last Week

13

Pre-Lecture Activity from Last Week
● Assigned Task

■ Post a 1–2 sentence answer to the following question into your Tutorial Group’s discussions
(you will find the thread on Canvas > Discussions)

Side notes:
● This task is meant as a warm-up to provide some context for the next lecture
● No worries if you get lost; we will talk about this in the next lecture
● You can just copy-&-paste others' answers, but his won't help you learn better

“What do we mean by sparse or dense vectors?
Are documents characterised by tf-idf sparse or dense?”



Pre-Lecture Activity from Last Week

14



Revisiting the Document–Term Matrix (DTM)
● Word vectors derived from DTM

■ Assumption: context of word w
= set of documents containing w

■ In principle, valid word vectors

● Problem
■ Assumption does not capture

distributional hypothesis

■ Not used in practice

15

d1 d2 d3 d4 d5

car 0 0 0.4 0 0.4

cat 0.22 0.29 0 0 0.22

chase 0.22 0.22 0.22 0 0

dog 0.29 0 0 0.29 0.22

sit 0 0 0 0 0.7

tv 0 0 0.4 0.4 0

watch 0 0 0 0.7 0

w
o

rd
 vecto

r o
f “cat”



In-Lecture Activity (2 mins)

Let’s focus on these four words in our previous Shakespeare example.

What do we observe?

󰝋🏃󰝊 Document–Term Matrix

As You Like It Twelfth Night Julius Caesar Henry V

battle 1 1 8 15

soldier 2 2 12 36

fool 37 58 1 9

clown 6 117 0 0

16



Co-Occurrence Vectors
● Basic idea

■ Context of a word w = (small) window of words surrounding w

■ Count how often a word w occurs with another (w.r.t. the context of w)

17

w1 w2 w3 … w|V|

w1

w2

w3

…

w|V|

➜ Term–Context Matrix

The number of times 
was in the context of

context

Word vector of



Term–Context Matrix — Toy Example

18

aardvark rating story data cast result …

movie 0 2 4 0 1 0

show 0 6 3 0 2 1

nlp 0 0 1 3 0 4

ai 0 1 0 5 0 2

...has shown that the movie rating reflects to overall quality...

...the cast of the show turned in a great performance and...

...is to get nlp data for ai algorithms on a large scale...

...only with enough data can ai find reliable patterns to be effective…

…

movie ≈ show

nlp ≈ ai



Term–Context Matrix
● Problems with raw counts: Often very skewed

■ e.g., “the” and “of” are very frequent, but typically not very discriminative

19

➜ Alternative: Pointwise Mutual Information (PMI)
■ Do words       and        co ‐occur more than if they were independent? 

Oops, PMI can be < 0, but no good intuition for 
negative values for word vectors

➜ Positive Pointwise Mutual Information (PPMI)



PPMI Matrix — Toy Example

20

rating story data cast result

movie 2 4 0 1 0

show 6 3 0 2 1

nlp 0 1 3 0 4

ai 1 0 5 0 2

Assume this is the complete term–context matrix

rating story data cast result P(w)

movie 0.06 0.11 0 0.03 0 0.20

show 0.17 0.09 0 0.06 0.03 0.34

nlp 0 0.03 0.09 0 0.11 0.23

ai 0.03 0 0.14 0 0.06 0.23

P(context) 0.26 0.23 0.23 0.09 0.20

rating story data cast result

movie 0.15 1.32 0 0.74 0

show 0.96 0.13 0 0.96 0

nlp 0 0 0.71 0 1.32

ai 0 0 1.45 0 0.32



PPMI Word Vectors — Discussion
● Various refinements to handle (very) rare words

■ Raise context probabilities

■ Use Add-1 Smoothing

● Consideration: Sparsity
■ Matrix is of size                  (|V| typically between 20k and 50k)

■ PPMI word vectors are very sparse (most vector entries are 0)

21

similar effects



Outline
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Why Dense Word Vectors?
● Important practical benefits of dense vectors

■ More convenient features: less weights to tune, lower risk of overfitting

■ Tend to generalize better than features derived from counts

■ Tend to better capture synonymy than sparse vectors

● Dense vector in practice
■ Common dimensions: 100 to 1,000 entries

■ Most to all vector elements are non-zero

23

Example sparse vector:    [0  0  0  0  0.8  0  0 … 0  0 0  0  1.2  0 … 0  0 ]

“movie” “film”

Each word represents a distinct dimension; 
fails to capture similarity between words(e.g., for the word “actor”)



Dense Word Vectors — Intuition

24

● Toy example: custom encoding with 2 dimensions
■ Each dimension represent a property shared between words

furry dangerous

dog 0.90 0.15

cat 0.85 0.10

lion 0.80 0.95

bear 0.85 0.90

cobra 0.0 0.80

cow 0.75 0.10

frog 0.05 0.05

... ... ... ×

×

furry

da
ng

er
ou

s

×
×

× ×
×

cobra

frog

lion

bear

dog

catcow

What about “movie”, “dignity”, “cake”, …?



Dense Word Vectors — Intuition

25

● Problems with custom encoding
■ How to decide on the dimensions?

■ How to decide on the values?

×

×

furry

da
ng

er
ou

s

×
×

× ×
×

cobra

frog

lion

bear

dog

catcow

Using suitable similarity metric

● sim(w
lion

, w
bear

) = 1.54

● sim(w
lion

, w
cow

) = 0.70

Manual assignment simply impractical/impossible!

➜ Need for automated methods 
    

This notion of similarity between 
words is what we are after!



Outline
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Basic Approaches
● Popular alternatives (but not covered here)

■ Singular Value Decomposition (SVD; matrix factorization)

■ Brown Clustering

● Neural Network-based Methods
■ Inspired by (Neural) Language Models

■ Learn embeddings as part of the process of word prediction

■ Typically fast & easy to train

■ In the following: Word2Vec

27

Word2Vec encompasses 2 network 
architectures: CBOW & Skip-gram



Word2Vec: CBOW & Skip-Gram

28

Continuous Bag of Words (CBOW) Skip-gram

Given context ➜ Predict word Given word ➜ Predict context

Source: Exploiting Similarities among Languages for Machine Translation

Context = window of words surrounding the middle word

https://arxiv.org/pdf/1309.4168v1.pdf


In-Lecture Activity (2 mins)

󰝋🏃󰝊 CBOW — Predicting a Word from Context

29

watching

funny

on

netflix

______

“watching funny ______ on netflix”

movies

shows

clowns

lectures

cars
apples

cakes

across

quickly

of

stairs

old

What seem like good predictions?



In-Lecture Activity (2 mins)

CBOW — Predicting a Word from Context

30

watching

funny

on

netflix

______

“watching funny ______ on netflix”

movies

shows

clowns

lectures

cars
apples

cakes

across

quickly

of

stairs

old

What seem like good predictions?



In-Lecture Activity (2 mins)

󰝋🏃󰝊 Skip-Gram — Predicting Context from a Word

31

“______ ______ movies ______ ______”

movies

What seem like good predictions?

cinema

tomato

ticket

lectures

road

street

lectures

funny

boring

in



In-Lecture Activity (2 mins)

Skip-Gram — Predicting a Context from a Word

32

“______ ______ movies ______ ______”

movies

What seem like good predictions?

cinema

banana

ticket

lectures

road

street

seat

funny

boring

in
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In-Lecture Activity (2 mins)

󰝋🏃󰝊 Neural Word Prediction

34

Activity: Associate each layer with a function: { softmax, lookup, dense, one-hot }

34

    

   

   

 

 

 

 



Word2Vec — Basic Setup (CBOW & Skip-gram)

35

● Define two matrices
■                      input embedding matrix

■                      output embedding matrix

■ Given a word      , let                and
be the input and output embedding of 

Note that Word2Vec learns
2 embeddings for each word!



Word2Vec — Basic Setup (CBOW & Skip-gram)

36

● Prediction task: 1 input word       , 1 output word        (both as one-hot vectors)
■               ➜        (note: one-hot vector multiplied with a matrix is just a row "lookup")

■                             ➜ Probability                 for all 

Softmax
output

Input word
(one-hot vector)

“movie”

Output word
(one-hot vector)

“funny”



Word2Vec — CBOW (window size m=2)

37

average
or sum

“movie”
“funny”

“on”

“watch”

“netflix”



Word2Vec — Skip-Gram (window size m=2)

38

“movie”

“watch”

“funny”

“on”

“netflix”



Training Objective — Loss Function 

39

Sum up vectors of context words (BoW!) Utilize conditional independence (BoW!)
 + law of logarithms 

Continuous Bag of Words (CBOW) Skip-gram



Training Objective — Intuition
● Main objective for Skip-gram (for CBOW, it’s just mirrored”)

● Goal of training
■ Make vectors of center words close to vectors of their context words

40

                   larger

Dot product                  is higher

Vectors           and       are more similar

➜  Vectors of words with similar contexts will be close

Main goal

Intermediate goal



Getting the Word Embeddings
● Learning     and 

■ Minimize loss using Gradient Descent (or similar optimization technique)

■ All trainable / learnable parameters are in      and 

● Which are the final embeddings? (recall, both matrices contain embeddings for each word)

■ Use only

■ Use only

■ Use average of      and

41
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Word2Vec — Real-World Example (but on a very small scale)

● Setup & training
■ 50k movie reviews from IMDB

(Source: https://ai.stanford.edu/~amaas/data/sentiment/)

■ Dataset preparation (window size  m=2)

43

PyTorch implementation of CBOW and Skip-gram

Now-word removal, lowercase, lemmatization,
consider only 20k most frequent words

Treat all whole dataset as a single string
(i.e., context windows cross sentence boundaries)

“watching funny movie on netflix”

movie watch

movie funny

movie on

movie netflix

watch funny on netflix movie

➜ 1 CBOW sample

➜ 2m Skip-gram samples

               x                     y    x           y

https://ai.stanford.edu/~amaas/data/sentiment/


Word2Vec — Real-World Example

44

Results for CBOW
T-SNE for dimensionality 
reduction (300 to 2 dims)

Quick Quiz: Can you already 
spot some issues here?



Word2Vec — Real-World Example

45

Results for Skip-gram
T-SNE for dimensionality 
reduction (300 to 2 dims)



Esperanto: Artificial Natural Language
A created language to reduce the “time and labor we spend in 
learning foreign tongues” and to foster harmony between people 
from different countries.

■

“Were there but an international language, all translations would be 
made into it alone […] and all nations would be united in a common 
brotherhood.” – Creator L. Zamenhof

It is easy to learn: there are no irregular past tenses, no irregular 
plurals, no irregularly used prepositions… Additionally, the 
pronunciation is easy, and the writing system is completely 
phonetic.

It has gained a noticeable presence on the internet as it became 
increasingly accessible on platforms like Duolingo and Google 
Translate.

46

Esperanto = “One who hopes”
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Word2Vec — Tweaks for Word2Vec
Observation regarding training performance

1. Efficiency

■ Basic training objective includes a Softmax

■ Normalization over entire(!) vocabulary
(to ensure a valid probability distribution of outputs)

■ Each sample potentially tweaks all(!) weights
(all elements in embedding matrices     and      )

2. Effectiveness

■ We use both positive and negative samples

■ Some samples help more than others

48



Word2Vec — Negative Sampling
1. Efficiency

■ Subsample a smaller batch of weights to update

2. Effectiveness
■ Pick informative samples more often than uninformative ones

49

➜  Negative Sampling (in the following: SGNS — Skip-Gram with Negative Sampling)

● Convert training from a word prediction task to a binary classification task



Word2Vec — Negative Sampling
● Negative sampling — illustration

■ Window size  m=2

50

“watching funny movie on netflix”

movie watch

movie funny

movie on

movie netflix

   x           y

(movie, watch) 1

(movie, funny) 1

(movie, on) 1

(movie, netflix) 1

(movie, cake) 0

(movie, nlp) 0

(movie, soccer) 0

(movie, barely) 0

(movie, cluster) 0

(movie, morpheme) 0

(movie, traffic) 0

(movie, nimble) 0

         x                      y

Data samples for (basic) Skip-gram

Data samples for SGNS

positive samples

negative samples

samples

Does this look familiar?



In-Lecture Activity (2 mins)

51

󰝋🏃󰝊 Double Negative
● Question: Which negative samples are arguably more useful

● Post your answer to Canvas > Discussions > [In-Lecture Interaction] L1
(Help like other classmate’s responses too! 👍)

(movie, with) 0

(movie, nlp) 0

(movie, on) 0

(movie, barely) 0

(movie, cluster) 0

(movie, morpheme) 0

(movie, traffic) 0

(movie, the) 0



Word2Vec — Negative Sampling
● Selection of negative samples

■ Essentially at random (error of picking a “wrong” negative sample is negligible)

■ To increase probability of rare words: Sampling using (   -)weighted unigram frequency

52

Probability of word      to be
selected as a negative sample

# occurrences of word



SGNS — Training Objective 

53

(movie, watch) 1

(movie, funny) 1

(movie, on) 1

(movie, netflix) 1

(movie, cake) 0

(movie, nlp) 0

(movie, soccer) 0

(movie, barely) 0

(movie, cluster) 0

(movie, morpheme) 0

(movie, traffic) 0

(movie, nimble) 0

Let's assume this a 
given mini batch B



SGNS — Training Objective 

54

(movie, watch) 1

(movie, funny) 1

(movie, on) 1

(movie, netflix) 1

(movie, cake) 0

(movie, nlp) 0

(movie, soccer) 0

(movie, barely) 0

(movie, cluster) 0

(movie, morpheme) 0

(movie, traffic) 0

(movie, nimble) 0

Let's assume this a 
given mini batch B



SGNS — Parameters
● Sampling method to generate negative samples

■ e.g., subsampling to ignore very frequent words

● Number k of negative samples (per positive sample)

■                     for large text

■                      for small text.

55
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Word Embeddings — (Desired) Properties 
● Vector differences yield semantic relationships ➜ linear substructures

57



Word Embeddings — (Desired) Properties 
● Other meaningful linear substructures

58

Verb tense Adjective comparatives & superlatives

Note: Getting these semantic relationships prohibit the use of stemming to lemmatization!
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Word2Vec — Practical Considerations & Limitations
● Data preprocessing steps

■ Choice of tokenizer

■ Case-folding (yes/no)

■ Stemming/lemmatization (yes/no)

■ Stopword removal (yes/no)

■ Cross-sentence contexts (yes/no)

● Parameters
■ Window size m

■ Number of negative samples (e.g., 2mk for Skip-gram)

60



Word2Vec — Practical Considerations & Limitations
● Unable to represent phrases

■ “New York”, “snow cat”, “ice cream”, “land mine”, “hot dog”, “disc drive”, etc.

● Unable to handle polysemy and part of speech
■ Polysemy: multiple meanings for the same word

■ Part of speech: the same word used as noun, verb, or adjective

61



Word2Vec — Practical Considerations & Limitations
● Distributional representation does not capture all semantics

■ Common case: words with opposite polarity (sentiment) ➜ Why?

62



Word2Vec — Practical Considerations & Limitations
● Embeddings dependent on application / dataset

63

Dataset: Wikipedia Dataset: Google News



Word2Vec in Practice (credits to Google https://code.google.com/archive/p/word2vec/)

● Architecture: 
■ Skip-gram: slower, better for infrequent words
■ CBOW (fast)

● Training: 
■ Hierarchical softmax: better for infrequent words
■ Negative sampling: better for frequent words, better with low dimensional vectors

● Sub-sampling of frequent words
■ can improve both accuracy and speed for large data sets (useful values are in range 1e-3 to 1e-5)

● Dimensionality of the word vectors
■ usually more is better, but not always

● Context (window) size
■ For skip-gram usually around 10, for CBOW around 5

64

https://code.google.com/archive/p/word2vec/
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NLP Ethics — Why this Topic?
● Real-world NLP applications have real-world impacts

■ Wide range of very common and popular services based on NLP we all use
(online search / information retrieval, machine translation, chatbots, text summarization, etc.)

■ Many NLP applications making decisions affecting people’s lives 
(e.g., what content we see — or don’t see — on social media ➜ Think about it: What is needed for that?)

● Language does not exist in isolation
■ Natural language ➜ humans gave, give, and will give meaning to written and spoken word

■ Humans have different knowledge, beliefs, biases, preconceptions, etc.

66

“The common misconception is that language has to do with words and what they mean.
It doesn’t. It has to do with people and what they mean.”

(Clark & Schober, 1982)



Dual Use and Adversarial NLP (a.k.a. Malicious NLP)

67

(Arguably) Useful (Potentially) Harmful

Authorship attribution
(NLP/AI meets Linguistic Forensics)

Historical documents,
ransom notes, plagiarism

Authors of political dissent

Text Generation Fake content detection 
Fake content generation 

& misrepresentation

User content analysis
Personalized content 

and recommendations

Privacy intrusion, 
“over-personalized” content 
(e.g., echo chambers / filter bubbles)

Censorship Censorship evasion More robust censorship



(Unintentionally) Harmful NLP
● Biased humans/society ➜ biased data ➜ biased model

■ NLP models are very likely to pick up such biases

■ Example: machine translation

68Source: Assessing Gender Bias in Machine Translation – A Case Study with Google Translate

Hungarian is an example of a 
gender-neutral language

https://arxiv.org/pdf/1809.02208.pdf


Biased NLP Technologies
● Biases identified in many NLP tasks/technologies

■ Bias in Word Embeddings (Bolukbasi et al. 2017; Caliskan et al. 2017; Garg et al. 2018)

■ Bias in Language identification (Blodgett & O'Connor. 2017; Jurgens et al. 2017)

■ Bias in Visual Semantic Role Labeling (Zhao et al. 2017)

■ Bias in Natural Language Inference (Rudinger et al. 2017)

■ Bias in Coreference Resolution (Rudinger et al. 2018; Zhao et al. 2018)

■ Bias in Automated Essay Scoring (Amorim et al. 2018)

■ Bias in Machine Translation (Prates et al. 2019)
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Bias in Word Embeddings
● Recall: Desired properties

of word embeddings

70Source: Man is to Computer Programmer as Woman is to Homemaker? Debiasing Word Embeddings

https://proceedings.neurips.cc/paper/2016/file/a486cd07e4ac3d270571622f4f316ec5-Paper.pdf


Bias in Sentiment Analysis
● Simple sentiment analysis

■ Sentiment lexicon + word embeddings (replace pos/neg words with their pretrained embedding)

■ Train a model to predict word sentiments (input: word vectors; target: sentiment label)

71Source: How to make a racist AI without really trying

Looks alright Yeah, well…

http://blog.conceptnet.io/posts/2017/how-to-make-a-racist-ai-without-really-trying/


Bias in Sentiment Analysis
● Here: Looking at common first names

■ more specifically: word vectors of names

72Source: How to make a racist AI without really trying

http://blog.conceptnet.io/posts/2017/how-to-make-a-racist-ai-without-really-trying/


In-Lecture Activity (7 mins)

󰝋🏃󰝊 De-biasing Embeddings
● Activity: Brainstorm a possible solution to mitigate biases in word embeddings.  

Justify your method.

● Post your answer to Canvas > Discussions > [In-Lecture Interaction] L1
(Help like other classmate’s responses too! 👍)
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Towards Debiasing — Measuring Bias
● How to check if your word embeddings contain biases?

■ Example: gender biases

■ Approach: find nearest occupations to “he” and “she”
(e.g. the word vector for “homemaker” is very close to the word vector of “she”)

74Source: Man is to Computer Programmer as Woman is to Homemaker? Debiasing Word Embeddings

common female occupations

vs.

common male occupations

https://proceedings.neurips.cc/paper/2016/file/a486cd07e4ac3d270571622f4f316ec5-Paper.pdf


Towards Debiasing — Measuring Bias
● Identifying biases using analogies

■ Approach: Find pairs of words (x, y) that minimize:
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to ensure that x and y are 
semantically similar “enough”

Source: Man is to Computer Programmer as Woman is to Homemaker? Debiasing Word Embeddings

https://proceedings.neurips.cc/paper/2016/file/a486cd07e4ac3d270571622f4f316ec5-Paper.pdf


Towards Debiasing — Identify Gender Subspace
● Which “direction” of the 300-dim embedding space encodes gender?

■ Approach: Pick top pairs of gender words ➜ interpret difference as direction(s) of gender

■ Problem: Language is “messy” ➜ difference point exactly in the same direction(s)

76Source: Man is to Computer Programmer as Woman is to Homemaker? Debiasing Word Embeddings

Principal Component
Analysis (PCA)

Use top PCs (principal components, vectors in 
the embedding space) as gender subspace

https://proceedings.neurips.cc/paper/2016/file/a486cd07e4ac3d270571622f4f316ec5-Paper.pdf


Towards Debiasing — Identify Gender-Neutral Words
● Split vocabulary into gender-neutral words (N) and gender-specific words (S)

■ Manually identify a set of gender-specific words ➜ training data 
(we are interesting in N, but there are much more gender-neutral words, so that's easier)

■ Train a binary classifier to predict if a word (vector) is gender-neutral or gender-specific

■ Generate N and S by predicting the class for each word (vector)

77Source: Man is to Computer Programmer as Woman is to Homemaker? Debiasing Word Embeddings

https://proceedings.neurips.cc/paper/2016/file/a486cd07e4ac3d270571622f4f316ec5-Paper.pdf


● Goal: Transform embeddings to remove gender bias
■ Idea: Find a transformation matrix      the transforms the embedding matrix 

■ Approach: Find      by minimizing

Frobenius norm:

Towards Debiasing — Embedding Transformation
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inner products of 
embeddings before 

transformation

inner products of 
embeddings after 

transformation

Keep difference (here: Frobenius norm) small —
preserve the original embeddings as much as possible!

Source: Man is to Computer Programmer as Woman is to Homemaker? Debiasing Word Embeddings

transformed 
gender 

subspace

transformed 
gender-neutral 
word vectors

Minimal if gender subspace removed 
from vectors of gender-neutral words

https://proceedings.neurips.cc/paper/2016/file/a486cd07e4ac3d270571622f4f316ec5-Paper.pdf


Locally Relevant: Code Switching
● Code Switching: changing languages in the middle of discourse

● Related: Language Change: Pidgins, Creoles and Patois
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https://polyglossic.wordpress.com/2012/05/24/languages-101-creoles-pidgins-and-patois/


● Generate morphological variations in data to desensitize the model to 
morphological variations that L2 speakers might use.

Augment the Training Data: Morpheus

80Source: It's Morphin' Time! Combating Linguistic Discrimination with Inflectional Perturbations

https://www.aclweb.org/anthology/2020.acl-main.263/


Student Learning Outcomes

Summary
● (Dense) word embeddings

■ Core component of many to most NLP applications
(particularly applications based on neural network solutions)

■ Dense vectors automatically learned from data

■ Support a intuitive notion of similarity between words
(words with similar meanings ➜ words have similar word vectors)

● NLP Ethics 
■ Like with all technologies: use and misuse (accidentally or maliciously)

■ Focus here: biases in word embeddings (due to biases in the data, due to biases in society)
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Student Learning Outcomes
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From Karolina Grabowska via Pexels

Outlook for Next Week: Sequences

https://www.pexels.com/photo/set-of-delicious-jelly-and-caramel-sweets-arranged-in-lines-by-type-4016509/
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Pre-Lecture Activity for Next Week
● Assigned Task (due before Mar 8)

■ Post a 1-2 paragraph answer to the following question in the [Pre-Lecture] discussion
■ Watch the panel discussion of the recent Generative AI, Free Speech, & Public Discourse

https://www.youtube.com/live/BBhewsinQwU?si=ODkIpYjqOCLZh8xD&t=8659

Side notes:
● We will talk about this in the next lecture
● You can just copy-&-paste others' answers or use AI Tools, but please consider your original stance and opinion too.

Relate an opinion by one of the panelists 
to the lecture materials presented today.  
Why did you pick this opinion to highlight 

and what is your own opinion on it?  

https://www.youtube.com/live/BBhewsinQwU?si=ODkIpYjqOCLZh8xD&t=8659
https://www.youtube.com/live/BBhewsinQwU?si=ODkIpYjqOCLZh8xD&t=8659

